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Abstract—Notwithstanding IP anycast's introduction in Inter-  Katabi et al. [4] and H. Ballani et al. [5].
net standards dates back to 1993 and its more recent adoption |n this paper, we present a proxy-based architecture that
in IPv6 standards, its use in production environments is linted o565 |P anycast for session-oriented network senviges.
to date. This is mainly because native IP anycast lacks routy . . . .
scalability and does not support session-based communidans, MY this approach, advanced distributed network Serviegs C
thereby limiting its applicability to single request-response ser- b€ scaled to a large number of consumers, and this in a
vices such as DNS. For this reason, we propose a transparenttransparent way from an end-user perspective. In addition
anycast overlay architecture that retains the strengths ofna- to network state and metrics, the proxy infrastructure uses
tive anycast and neutralizes above-mentioned limitationsThe  goyar state information to forward service requests tortbst
resulting proxy infrastructure unleashes the power of anyast by . . S . .
opening up new opportunities for transparent distributed service suitable location, which is not possible using only IP asyca
provisioning. Furthermore, anycast group state changes (e.g., a newsinyca
Taking into account user demands, available resources, ngork  group, a failing server) are completely hidden from the iraut
overhead and anycast infrastructure costs, we provide near supstrate, thereby maintaining IP routing scalability.
o_ptir_nal heul_ristics for the placement of proxy nodes and dime- In a number of ways, the proposed anycast proxy architec-
sioning the infrastructure in large networks. We show that e/en .
modest overlay infrastructures, consisting of a small numbr of ture resembles PIAS (Prqu P Ar?ycas'F Service) [5] ar_1d most
proxy routers, provide an effective stateful anycast solion where  PIAS features and benefits remain valid for our architecture
the detour via the proxy routers is negligible in terms of exta Whereas Ballani et al. focus on global routing scalabilitg a
network load. Furthermore, simulation results illustrate that motivate part of the PIAS design by relying on BGP route
server state aggregation in the proxy nodes lessens contiplane  giapijity we tailor our anycast proxy architecture to treeds
overhead, which contributes significantly to service robumess. . L . .
of a service provisioning platform, with explicit suppodrf
session-based communications.
After describing the anycast proxy architecture, we prepos
IP anycast enables communication between a source hastear-optimal heuristic approach to tackle anycast itrfras
and one member of a group of target hosts, usually the oiee dimensioning and proxy placement in large networks.
nearest to the source [1]. As such, anycast is consideredBased on several parameters, including anycast proxysinfra
a powerful tool for realizing transparent, scalable and- retructure costs, network operational costs and infrastrect
able communications with connectionless distributed netw component capacities, we transform the problem into a—well
services. The use of replicated DNS root servers listening known—Fixed Charge Network Flow Problem (FCNFP) [6],
a common—anycast—IP address is an example applicatighich is solved by means of a Dynamic Slope Scaling
where anycast has been proven useful [2]. Procedure (DSSP) proposed by Kim and Pardalos [7]. Using
At present, there are limitations that prevent widespredlds solution technique, we can show that a modest anycast
adoption of IP anycast in general, and its adoption for ndtwooverlay provides an effective solution, even in large nekso
service provisioning more specifically. First, sessiommied Furthermore, we investigate server state aggregation én th
services (including all applications implemented on top @&nycast infrastructure using discrete event simulati@suRs
TCP) cannot take advantage of this addressing mode, becadllsstrate that aggregation has a significant impact oniserv
subsequent packets from the same source host (and session)stness and drastically reduces control plane overhead
may be routed towards a different target host. In a senseThe remainder of this paper is structured as follows. Sec-
application layer anycast [3] alleviates this issue, dlbethe tion Il details the anycast proxy architecture. We expose th
expense of losing IP anycast transparency. Another anycaptimization problem and heuristic approaches for infrast
limitation is its poor global routing scalability due to theture dimensioning and proxy unit placing in Section IIl. In
fact that routes to anycast groups cannot be aggregat8dction IV, service robustness resulting from server sigte
widespread adoption of end-to-end native IP anycast woujdegation is discussed and control plane overhead obasrsat
undoubtedly lead to huge and unmanageable routing tablase presented. Section V summarizes the main results of this

Possible solutions for this issue have been proposed by gaper.

I. INTRODUCTION



[I. ANYCAST ARCHITECTURE to handle the request. Using control plane messages, server
update their state information to the server proxies, wdifeze

server proxies distribute aggregated state informatiomfall
Because IP anycast forwards packets to the nearest me”mﬁéhboring servers to the other proxy routers

of an anycast group, it could prove useful as a transparenhg_ 1 depicts the steps involved in setting up a session

service discoveryprimitive. For single request-response sels . oan a client and a target anycast server through the prox

vices such as DNS, it can even support the entire serVié‘s?stem. Step R1 registers a server with unicast ad@des

and_ increase servic_e scalability by means of implicit CBAlShe service offered by anycast addrésand portb. Note that

gralned_load ba'a”C'”Q petween the anycast group membe{ﬁ-rs registration uses native anycast to reachctbsestserver
Des_plte these promising featu_res, the_use of ”_D anycas I%xy (SP). Next, a client can initiate a session by sending

not widely adopted and production use is essentially lichit packet addressed to the anycast service of choice (step 1).

to DNS root server replication [2]. According to Ballani e{ypen the packet arrives at tiotosestclient proxy (CP), it is

al. [5], the main reason for this is thiack of IP routing tunneled to a suitable SP (step 2), where it is tunneled dgain

scalability inherent to native anycast. First, IP anycast routes. s atarget server (step 3). The return path (steps 4, 6)and

cannot be_ aggregated and Wldgspread adoption would Ieaqst?ealized in the same wagtateful tunnelingpccurs twice in
an explosive growth of IP routing tables. Secondly,

p growth ot 1 d o . anycask oh direction and is necessary to guarantee session aiontin
group dynamics (i.e., joining and leaving members) Nessi 1o b yynnels cannot be avoided on the return path because
frequent changes to a relatively slow converging IP routing,, yne P and SP have to monitor the session state, for which
conf!guratlop, eve_ntually leading to network instability. packets have to traverse the system in both directions. This
With the Intention to use ”,D anycast as a cornerstone Mntrasts with PIAS, where the return path does not pass the
a transparent distributed service provisionirgatform, two o\ infrastructure. Another PIAS dissimilarity can beifal
adqnlonal limitations arise: _ in the communication phase between SP and target anycast
(i) 1P anycast does not support session-based communiggrver, where IP tunneling is preferred over network addres

A. IP anycast limitations

) tions; _ . . . translation (NAT), as this preserves end-to-end conniégtiv
(i) IP routing metrics are static and it does not suppofthis is important for IPsec support and application layer
multiple constraint routing. services that experience difficulties traversing NAT gatgsv

Taking into account both the strengths and weaknessesQf the downside, the packet overhead increases on the path
IP anycast, we propose an anycast overlay architectural baetween the SP and target server (in both directions) due to
on PIAS [5] to realize a transparent and scalable servitee extra IP header. Because the second tunnel on the return
provisioning platform. path (step 5) is unavoidable, this is not an extra limitaton

] ) the return path.
B. Architecture overview

The design objectives for a regional anycast proxy infra& Overlay architecture benefits
tructure supporting session-based network services difien Since the described architecture is based on PIAS, the
a global anycast overlay infrastructure such as PIAS [5] design goals outlined by Ballani et al. [5] are also achieved
OASIS [8]. In addition to the PIAS objectives, we wish exjilic More specifically, the overlay architecture drasticallyphuoves
session support in the proxy routers and a dynamic, sessitii-anycast routing scalability because a single IP range can
based bonding between client proxies and server proxieb (de allocated for all anycast services, thereby aggregating
hence, between clients and servers). Contrary to OASIS, aeycast services into a single routing table entry. This is
wish that anycast network services are completely traesparparticularly important when the number of anycast groups in
from a client perspective, on each layer. Contrary to botlreases. Additionally, anycast group dynamics do not tyrec
PIAS and OASIS, we target a regional anycast solution (e.qteract with the routing substrate, adding to overall gt
deployed in access and aggregation networks) and not alglogtability. Besides path length, server proxies can useeserv
one. On a smaller scale, anycast infrastructure dynames atate information (e.g., CPU load, memory) to select thetmos
easier to deal with and maintaining session state in thdaywerappropriate target for a service request. Based on aggetgat
is feasible. server state information distributed by the server prgoxiksnt

The overlay infrastructure consists of a combination of twproxies can also forward a request to the most suitable serve
types of nodesclient proxies(CP) andserver proxieSP). proxy. In Section IV, simulation results demonstrate theg t
Both client proxies and server proxies are special routetissemination of aggregated state information betweexigso
advertising their proximity to the anycast IP range into thiacreases service robustness. At the same time, contnoé pla
routing substrate. By doing this, the proxy routers force IBverhead decreases, leading to improved system manageabil
packets with an anycast destination address to pass throitgh
the overlay. When a client initiates a new session to an atyca Stateful communications are not explicitly supported by
destination, the closest client proxy registers the newises the proposed overlay mechanism since steps 1 and 4 in
and selects an appropriate server proxy. The server prdxg. 1 cannot guarantee that subsequent packets from the
receiving the new session then selects the most suitablersesame session arrive in the same proxy. However, in practice
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Fig. 1. Anycast communication through the proxy system.him table capitals refer to IP addresses and lowercase tdargoint to the TCP/UDP port
used.

there are two reasons why the overlay infrastructure ssffice placement problem from the traffic engineering between the
support stateful communications. First, the number of j@®x proxies (see Fig. 1), which results in a two-step optimaati
is relatively small compared to the number of network nodeslan:

meaning that a single link or router failure is unlikely to (j) Find suitable CP and SP locations and determine which
cause a client (or server) to swap to another proxy node. target sites to use;

Secondly, the distance between a client (or server) and i{§) Optimize the flow between CPs and SPs.

closest proxy node is usually sign_ificantly smaller than ﬂ]ﬁ fact, step (ii) does not contribute to the proxy placement
enc;j-t(_)-enﬂ dlitance ?etwefe_rlw a Cl'e?]t andha Server, bther%% dimensioning optimization, but allows us to examine
r?. ucing the ¢ ancej orafal u(;e on the path segment batwgg, efficiency of the proxy locations determined in step (i).
client (or server) and proxy node. Using the proxy locations provided by step (i), a regular ILP

I1l. HEURISTIC INFRASTRUCTURE DIMENSIONING minimizes the total network flow transportation cost betwee

A. Problem statement the proxies in step (ii):
Minimize

Equipped with the anycast architecture outlined in Sec-

tion Il, we wish to determine how many proxies are needed fa) = Z Wee
and where they should be attached to the network for a
given client and server configuration. More formally, givegubject to
a networkG(V, E), a set of source site§ ¢ V and their

demandsi;, ; set)of server sites C V' and their capacities Z Te ™ Z Te = bi,Vni €V
¢;, edge weightsv, : e € E, determine how many CP (resp.
SP) are needed, and where they should be attached to the Te >0
network. Additionally, determine which target sitgsneed to . ) )
be opened. The optimization process should balance netw8tkEd- 1, bi stands for the residual flow in node, which
operational costs (related to flow unit processing costs fBH9Nt be positive (CP), negative (SP) or zero (regular node)
regular edgesi,) and flow unit processing costs for proxied the ILP, z. denotes the flow over edge ¢ E. For this
and servers: ™), proxy infrastructure costs (determined by thformulation, we assume all edges are directed. If this would
fixed chargef“” (resp.f°F) associated with each CP (resp.

eclk

1)

ecout(n;) e€in(n;)

SP)), and server site opening cogts. The parameters for TABLE |
this optimization problem are summarized in Table I. MODEL PARAMETERS
B. Solution techniques Variable | Description
. . L. G(V, E) | network topology,V and E denote the sets of

In [9], we address the optimal placement and dimensioning vertices and edges
of such an anycast architecture using an integer linearanog S set of source sites;(S C V)
(ILP) solved by a branch-and-bound algorithm [10]. Unfor- I Zztggf\:laezgﬁtt;geééf cv)
tunately, due to the Comp|eXIty Of the fOl‘mu|atIOI"l, an exact dLe aggregated demand from source gte(umts
solution can only be computed for relatively small networks of flow) . (units of flow)

H ot cj capacny (0} targetj units of flow

(up to 300 nodes). Fpr this reason we propose two heuristic e fixed charge for opening a CPCF), SP
methqu to .sollve _th|s problem: CP and Sé’parat.ed.anq (FSP) or target (') edge
combinedoptimization. Contrary to the global optimization u unit processing cost for a CPufF), SP

performed by the exact ILP, both heuristics decouple theypro (u5") or target {7)




not be the case, undirected edges can easily be replaced by
two directed edges.

For step (i), the actual proxy placement, we propose two
network transformations that allow us to reformulate the
problem as &ixed Charge Network Flow Proble(rCNFP).
FCNFP is a well-known subclass of the minimum concave-
cost network flow problems and is known to hA&P-hard [7].

This problem can be formulated as follows:

Minimize
flz) = Z fe(ze)
ecE
subject to Fig. 3.
Z Te — Z Te =b;,Vn; €V
e€out(n;) e€in(n;)

IRy

| > Virtual edge

2(d,+d,)

Transformed network topology for combined optintiza

complexity inherent to the FCNFP, approximation technique

0<x. <ce have been developed. For our heuristic approach, we employ

wherec,. is the maximum capacity of edgec F and f.(x.)
is defined as follows:

the Dynamic Slope Scaling Procedure (DSSP) introduced by
Kim and Pardalos [7].
Fig. 2(a) depicts the first transformation: the original-net

fe(ze) = { 2’ tus ;e i 8 (2) work is drawn in bold and the cumulative arcs and nodes for
°Teme e the transformation are plotted using dotted lines. Two c@ur

In Eq. 2, f. andu. denote the fixed charge and unit flow transnodes s, with demandd; are located on the left and two
portation cost for edge € E. To overcome the computationalpossible targets; with capacityc; on the right. By assigning
a fixed chargef“” to all virtual edges connecting the virtual
sink P to the real network nodes, solving the FCNFP yields
the optimal CP locations; each virtual edge with positivevflo

reveals a CP location. SP locations are discovered using a
similar transformation shown in Fig. 2(b), with one additib
virtual nodeT” representing the server locations. Virtual edges
connecting7” to the server sites are capacitated to reflect
server capacity limitations.

The separated optimization heuristic finds CP and SP loca-
tions using two FCNFP instances reflecting the transformed
networks depicted in Fig. 2. Since clients and servers ottnne
to the nearest proxy node without making a distinction be-
tween CP and SP, an additional merging routine is necessary
to guarantee correctness: a client proxy is supposed toectnn
to a CP, whereas a target server has to connect to a SP.

This is achieved by augmenting CP or SP proxies to proxies
supporting both where necessary. After applying this reyti

-1(d,+d,)

C. Results

unused proxies can be dropped.
ot Combined optimization applies both network transforma-
‘ tions together to create a single FCNFP instance. This ap-
‘ ’ proach is depicted in Fig. 3. Initially, each arc to the \ailtu
proxy nodeP carrying positive flow is both a CP and SP. Un-
used proxy functionality is removed after solving the FCNFP
In this case, the fixed chargt” = f¢F + f5° associated
with opening a virtual proxy edge can be determined based
"""" > Virtual edge on the cost to combine a CP and SP on the same node.

The purpose of this evaluation section is twofold: one
(b) Server proxy selection aspect we want to investigate is the optimality of the héigris
dimensioning approaches discussed in the previous section
Fig. 2. Transformed network topology for separated client server proxy another item of interest is the dimensioning and placement
optimization. behavior in small and large networks.
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Fig. 4. Comparison of exact optimization and both heuriapproaches for 100 node Barabasi-Albert graphs and sdpitices. For each class of graphs,
results are averaged out over 100 instances. The numbestafléd proxies and the path stretch are related to the firacge for installing a proxy.

TABLE I - : . .
PARAMETER VALUES providing network access to client sites and target sites ar
selected randomly and total client demand equals totakserv
Parameter | |V| [S| |T| di ¢ fY9 u capacity. Obviously, an increasing fixed charge for inistgla
Value 100 10 10 100 100 O 0 proxy (either a CP or SP) leads to less proxies being installe

and a growing path stretch. From Figs. 4 and 6, the following
conclusions are drawn:

Throughout this section two classes of random graphs arg Both heuristics follow the same trend as the exact opti-
used: Barabasi-Albert random graplasd square lattices, both ~ mjzation and provide good approximations for the exact
with discrete uniformly distributed edge weights. drawn approach. It is possible that heuristics provide bettailtes
from the set{0.1, 0.2, ..., 0.9. These two types of graphs than the exact ILP for one of the sub-problems (e.g., on
cover a wide range of random graphs: lattices are artificial Fig. 4(b)); the combined solution cost is at least as high as
networks with a regular structure, whereas B-A graphs are the cost computed by the exact ILP, however.
small world networks that are often used to model Iargg Separated optimization generally yields results with a
networks (e.g., the Internet) in a realistic way. smaller path stretch, at the expense of installing more

A comparison between both heuristic approaches and theproxies. Combined optimization suggests a smaller number
exact optimization ILP [9] is depicted in Fig. 4. Results are of proxies and a larger path stretch. This is mainly due to
averaged out over hundred iterations and input parametersthe merging procedure for the separated heuristic changing
for the optimization model are shown in Table Il. Routers the proxy configuration after the FCNFP optimization

_— L process. On the contrary, the combined heuristic initially

In this paperB-A(3,3) stands for the class of Barabasi-Albert random . . .
graphs [11] with three initial nodes, and during the growjpr@cess new overestimates the infrastructure costs by COUp“ng CP and
nodes are connected by three edges SP functionality. Afterwards, the infrastructure costs ca
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Fig. 5. Average number of proxies and average path stretatedeto the fixed charge for installing a proxy. Results dens for 100, 400 and 900 node
networks using the combined optimization heuristic.

3)

often be reduced when excess (unused) functionality is in an increase for the average distance between nodes.
removed. As such, this artificial type of network can be seen as a
Contrary to the exact ILP, the heuristic approaches enabl worst-case scenario for deploying the anycast infrastruc-
optimized anycast infrastructure dimensioning and place- ture. Figs. 5(c) and 5(d) illustrate that the total proxy
ment for large networks consisting of more than 2000 infrastructure cost depends significantly on the network
nodes (see Fig. 6). Execution times are measured with size. Fortunately, real large networks have small world
modern PC hardware, using ILOG CPLEX [12] branch- properties [13], meaning they are not susceptible to this
and-bound software. issue.

Fig. 5 shows optimization results of the combined opti-

mization for 100, 400 and 900 node networks. Apart fron{V: STATE AGGREGATION: KEY TO SERVICE ROBUSTNESS

the number of nodes, the simulation input parameters fromin order to evaluate service robustness and control plane
Table Il are used. This leads to the following observations:scalability, a discrete event simulator supporting theirmiis

1)

2)

In small world networks, a relatively small number ofinycast components was built. This way, target servertiatec
proxies suffices to achieve a solution with low networkehavior and control plane overhead for exchanging server
overhead. This is shown on Fig. 5(a), where the number sthte can be investigated for varying proxy locations.

installed proxies decreases rapidly to a minimum proxy For any distributed service provisioning platform, salegt
configuration as the fixed charge increases. Due to th¢arget server based on a combination of network and resourc
small world properties which B-A(3,3) graphs obey, thetate can significantly improve efficiency. Unfortunatety,
corresponding path stretch (see Fig. 5(b)) does not ineredecting resource state information in the target selection
significantly for larger networks. cess is not as easy as one might think. Resource state informa
For square lattices, an increasing number of nodes sestilbn is usually volatile, necessitating frequent updatssages.



1000 F N
A g
a CP level 1
100 A
A 4 CP level 2
@ 10 ¢ o -
Py - CP level 3.
£ e g
= an -
1 T
47 . SP level 3
N
R
0.1 jg- -7 -~ B-A(3,3) Exact SP level 2
i 4 Lattices Exact eve
~&-- B-A(3,3) Heuristic
001 L ) L ——= - Lattices Heuristic ) SP level 1
100 200 300 500 1000 2000

Nodes

Fig. 6. Comparison of execution times for the exact dimemism ILP and . ) )
the combined optimization heuristic. A log scale is usedtfoth axes. Fig. 7. Simulation network topology

For larger networks, state information messages might beenaggregating client network nodg;J is supposed to be negative
exponentially distributed, as such session arrivals irsgtstem

stale upon arrival, necessitating routing under inaceustdte h torized by a Poi Job . ¢
information. Moreover, increasing the number of resounres are characterized by a FoISson process. Jo (sessionjodura

the status update frequency can stress the control plafe [ﬁalso agsumed to be_negan\_/e exponentially dlstrlbutladsé_*
When resource state information is injected in the routig@sumpt'o.ns are.motlvaFed n [15]. Servers update their .SP
substrate to achieve total transparency towards clieneso ery 50 t|r£1e. units. .Taklng mto ac_count the average session
even routing instability may occur due to constant routaige  duration (0° time units), this is a high update frequency.
updates. The proposed anycast overlay effectively shiplee __FOM the simulation results shown in Fig. 8, we draw the
dynamics towards the routing substrate and preserves:eer\];P"OW'ng conclusions:
transparency. 1) Fewer proxies (proxies placed on level 3 in Fig. 7) lead to
Fig. 7 depicts the network topology used for investigating & Very stable system in terms of session acceptance rate,
the control and data plane behavior of the anycast infrastru  €ven for a low SP— CP update frequency. In fact, the
ture. On top, four client sites initiate sessions to the asyc ~ Situation for CP and SP placed on level 1 more or less
address of the four target servers below. The link propagati COTrésponds to a no-proxy system where resources update
time equals one time unit, unless indicated otherwise. én th all clients directly. In this case, the tradeoff between a

resource aggregation tree, propagation time is chosencim su Nigh session rejection rate for a large SP CP update
a way that the distance from a sourgdo targett; is smaller interval (Fig. 8(a)) and a high number of update messages

than the distance to;,,. As such, native IP anycast would for a small update interval (Fig. 8(b)) clearly illustratee
forward all requests to the same targgf)(Both CP and SP prob_lem descnb_ed in the first and second_ paragr_aph of this
can be placed on three levels, as indicated on the figure. CPS€ction. In Section I, we show that an increasing proxy
use a simple scheduling policySelect the closest SP with ~ Cost quickly leads to fewer proxies being installed, a resul

a free resource, and if all resources are busy select the Sp that harmonizes well with this system stability observatio
with the largest number of connected resourc&® employ 2) A netwqu event is defined as a single action performed
a similar scheduling policy to select the actual targeteserv  In the simulator (e.g., forward a request to the next hop,
Table Ill summarizes the simulation setup. The combined S€Nd an update message to the next hop). As such, the

session request inter-arrival time of all clients behindngls total number of events generated per session request gives a
good indication of the global network load. Fig. 8(c) shows

that the global network load of the level 3 configuration
TABLE Il might exceed that of the other configurations (with more
SIMULATION SETUP. SERVER CAPACITY IS120%OF THE AVERAGE LOAD. proxies), despite the smaller number of SPCP update
messages for the same update interval (Fig. 8(b)). This is

Parameter Value .
_ . —— _ , due to the larger hop count between servers and their SP
client  _ Job inter-arrival time Neg. Exp. with; = 10° for the level 3 configuration and the high-S SP update
Session duration Neg. Exp. with5 = 10* frequency. If network resources are limited, this may be
resource _ Parallel sessions 12 a good reason to increase the number of proxies to place
Job queue length 0 them closer to the resources.
S — SP update interval 50
global Simulation duration 107 V. CONCLUSION
we (link propagation time)| 1 (Unless indicated other- Routing scalability concerns and the lack of stateful commu
wise on Fig. 7) nications support in native IP anycast prevent its widespre
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adoption for scalable and transparent service provisgriim

dressing mechanism. Contrary to native anycast, thesegsrox
hide anycast group dynamics towards the routing substrate.

Moreover, server selection can take into account both nmé&two
and resource state, which is not possible using IP anycast.

Dimensioning studies have shown that a relatively small
number of proxies suffices to effectively accommodate an
anycast-based service provisioning platform, especialhet-
works with small world properties such as the Internet and
large provider networks. Furthermore, server state aggiaey
in the proxy infrastructure adds significantly to overaliviee
robustness, while decreasing the control plane overhead.

ACKNOWLEDGMENT

The work presented in this paper is supported by the EU
through the IST Project Phosphorus (www.ist-phosphou)s.e
The Phosphorus project is funded by the European Commis-
sion under the FP6 contract no. 034115.

Chris Develder thanks the FWO for his post-doctoral grant.

REFERENCES

[1] C. Partridge, T. Mendez, and W. Milliken, “RFC 1546: Hdstycasting
Service,” November 1993.

[2] S. Sarat, V. Pappas, and A. Terzis, “On the Use of AnycasDNS,”
SIGMETRICS Performance Evaluation Reviewl. 33, no. 1, pp. 394—
395, June 2005.

[3] E. Zegura, M. Ammar, Z. Fei, and S. Bhattacharjee, “Aggiion-Layer
Anycasting: A Server Selection Architecture and Use in aliRaed
Web Service,"IEEE/ACM Transactions on Networkingol. 8, no. 4,
pp. 455-466, August 2000.

[4] D. Katabi and J. Wroclawski, “A Framework for ScalableoBal IP-
Anycast (GIA),” ACM SIGCOMM Computer Communication Review
vol. 30, no. 4, pp. 3-15, October 2000.

[5] H. Ballani and P. Francis, “Towards a Global IP Anycastv@®,” ACM
SIGCOMM Computer Communication Revjexsl. 35, no. 4, pp. 301—
312, October 2005.

[6] P. Gray, “Exact Solution of the Fixed-Charge Transptwta Problem,”
Operations Researghvol. 19, no. 6, pp. 1529-1538, October 1971.

[7] D. Kim and P. Pardalos, “A Solution Approach to the FixetiaBye
Network Flow Problem Using a Dynamic Slope Scaling Procefur
Operations Research Lettergol. 24, no. 4, pp. 195-203, May 1999.

[8] M. Freedman, K. Lakshminarayanan, and D. Maziéres, St Any-
cast for Any Service,” inProceedings of the 3rd Symposium on
Networked Systems Design and Implementation (NSDI $&) Jose,
California, United States, May 2006.

[9] T. Stevens, F. De Turck, B. Dhoedt, and P. Demeester, &g
Network Efficient Stateful Anycast Communications,”Pnoceedings of
the 21st International Conference on Information Netwogki{lICOIN
2007) Estoril, Portugal, January 2007.

[10] G. Nemhauser and L. Wolselpteger and Combinatorial Optimization
New York, United States: Wiley-Interscience, 1988.

[11] A. Barabasi and R. Albert, “Emergence of Scaling in &am Net-
works,” Science vol. 286, pp. 509-512, October 1999.

[12] ILOG CPLEX, “http://www.ilog.com/products/cple%/2006.

[13] R. Albert and A. Barabasi, “Statistical Mechanics obr@plex Net-
works,” Reviews of Modern Physicgol. 74, no. 1, pp. 47-97, January
2002.

[14] T. Korkmaz, M. Krunz, and J. Guntaka, “OSPF-based Hy#pproach
for Scalable Dissemination of QoS ParameterS|sevier Computer
Networks vol. 46, no. 2, pp. 273-293, October 2004.

[15] K. Christodoulopoulos, M. Varvarigos, C. Develder, Me Leenheer,
and B. Dhoedt, “Job Demand Models for Optical Grid Research,

this paper, we presented a lightweight proxy infrastrigtur  Proceedings of the 11th Conference on Optical Network Desigd
to overcome these issues and unleash the power of this ad- Modelling (Accepted for publicationpthens, Greece, May 2007.



