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Abstract 

This deliverable provides a comprehensive report of all dissemination activities that took place during first year of the project. It reports on 

all events, conferences, journals and information material that ensure that the PHOSPHORUS project is well-known by the research 

community. 
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0 Executive Summary 

The ultimate goal of the PHOSPHORUS project is to disseminate procedures, toolkits and middleware to EU 
NRENS and their users to enable authorized end-to-end dynamic service provisioning across Europe and 
worldwide heterogeneous network infrastructure.  
 
Successful dissemination activities such as the project website, newsletters, concertation and technical 
meetings, and through conferences and journals publications took place during the year. Information 
advertising material for the PHOSPHORUS project was distributed in many events.  
 
All the dissemination activities that took place during the year are included in this deliverable.  
 
Section 1, Internal Dissemination, presents a summary of the means that support internal dissemination 

within the project. 
 
In section 2, Major External Dissemination, a description of all PHOSPHORUS advertisement materials that 

were prepared during the year for the purposes of spreading information about the project is provided. Also 
presented in this section are the events in which PHOSPHORUS was presented or advertised by means of 
testbed demos, booths, PHOSPHORUS posters, briefcase, brochure, sweets and T-shirts. The section details 
a short text describing the PHOSPHORUS presence at each event. A short description of each major activity 
that took place is detailed. The descriptions explicitly mention relevant details such as website addresses 
(URLs), dates and PHOSPHORUS partners involved in each activity. In this section, a list of all journal papers 
accepted for publications that relate to the project is provided. 
 

Section 3, Other External Dissemination, lists other dissemination activities (conferences and journals) that 

acknowledge the PHOSPHORUS project. 

Section 4, Future Dissemination Activities, concludes the deliverable. It list the dissemination activities still 

planned at the end of the project.  
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1 Internal Dissemination Activities 

1.1.1 Project website (Private Section) 

The project website contains a private section accessible through a valid login. The private section of the 

website presents a platform through which private documents can be downloaded, the wiki can be accessed 

and users can update their personal information. The private section of the website also contains a complete 

list of the contact details of all PHOSPHORUS members. 

1.1.2 Project Wiki 

A PHOSPHORUS wiki accessible with a valid login for members of the PHOSPHORUS consortium was 

developed. Members use the wiki as a platform to members can communicate within each work-package and 

between work-packages. Each work-package has its own section on the wiki. The wiki includes all official 

documents prepared within the PHOSPHORUS project including those in progress. It contains links to related 

projects websites such as BREAD, ePhoton/ONE, MUPBED, EGEE etc, a mailing list and events section 

detailing events for internal dissemination. 
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Figure 1-1: Screenshot of the PHOSPHORUS wiki 

1.1.3 Project Meetings and Internal Collaborations 

The projects progress is highlighted through a series of project meetings. The most important is the Plenary 

Meeting, which brings together all partners from all workpackages to a common location to discuss and plan for 

activities that require inter-workpackage collaborations during the year. All members of the Phosphorus 

consortium are encouraged to attend. During the duration of the project, four plenary meetings were 

successfully held. In addition to this, each work package organizes a series of teleconferences and physical 

meetings as they deem necessary. As part of the day-to-day activities, internal dissemination is also carried out 

via various types of electronic communication.  

The final project plenary meeting was successfully held in May 2009. 
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Figure 1-2: 2
nd

 Plenary Meeting in Poland 

1.1.4 Mailing List 

 

A mailing list for all work packages and for administrative purposes has also been established to support 

efficient internal communication. The list is accessible through the project wiki and has been in use since the 

start of the project.  
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2 Major External Dissemination Activities 

2.1 Information Material 

2.1.1 Project Website 

The website which was developed to act as a platform for public outputs such as publications, public 

deliverables, and public standardisation drafts was continuously updated during the duration of the project. The 

website presents a brief summary of the PHOSPHORUS project, all events that have taken place since the 

start of the project, an up-to-date news section and a comprehensive contact details list of all partners involved 

in the project.  

It also includes: 

 an activities section which gives a concise summary of each activity area within the project 

 a standardisation section that summarises all standardisation activities taking place within the project 

 a full list of all public deliverables with links to each deliverable. 

 a list of publications, including pdfs (where copyrights allow), authored by members of the Phosphorus 

consortium.  

 a documents and media section containing the phosphorus video and all co-operation agreements 

 a private photo gallery 

In addition, it provides a private section restricted to PHOSPHORUS members permitting collaborations within 

the group and a link to the official PHOSPHORUS wiki. 

The website can be accessed through http://www.ist-phosphorus.eu  

 
 

http://www.ist-phosphorus.eu/
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Figure 2-1: Homepage of the update PHOSPHORUS website 

2.1.2 Project Poster 

An official PHOSPHORUS project wall poster template was prepared and printed by Poznan Supercomputing 

and Networking Centre (PSNC). It outlines the objectives, architecture, testbed, partners and the projects 

contact details. A smaller version (B1 format) of the wall poster and a detailed poster is also available. The 

detailed version of the poster details the collaboration between the EnLIGHTened, G-Lambda and 

PHOSPHORUS project. It presents the objectives, architecture and brief summary of each project. The posters 

have been distributed to all members of the PHOSPHORUS consortium for display. The poster is also 

presented at the events PHOSPHORUS participates in.  
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2.1.3 Project Presentation Slides 

A general presentation that presents an overview of the PHOSPHORUS project and outlines the projects goals 

and technical objectives was prepared. The presentation has since evolved since its initial version and will 

continue to evolve with the project. The presentation can be accessed from the public section of the 

PHOSPHORUS website at http://www.ist-phosphorus.eu/files/press/Phosphorus-general_presentation.pdf   

2.1.4 Project Brochure 

A finalised brochure, one page for each work-package, was prepared by PSNC. It presents a detailed summary 

of the project objectives and the objectives and activities of each work-package. 

 

Figure 2-2: Front and back pages of the PHOSPHORUS brochure 

http://www.ist-phosphorus.eu/files/press/Phosphorus-general_presentation.pdf
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2.1.5 Project Briefcase 

A summary of the PHOSPHORUS project, its objectives, technical approach and expected results are outlined 

in a PHOSPHORUS pamphlet / briefcase prepared by PSNC. The briefcase has been finalised. 

2.1.6 Project VideoClip 

Phosphorus ideas and objectives are described in a video. The full clip includes interviews with partners from 

the Phosphorus consortium, reports of Phosphorus activities during some workshops and presentation of 

promotion materials like posters and brochures. The first version of the clip has been completed. 

2.1.7 Miscellaneous Information Material 

Other information materials prepared by PHOSPHORUS for dissemination include white T-shirts, labels and 

stickers and sweets with the PHOSPHORUS logo on it. 

2.2 Demos and Booths 

This section details the conferences, meetings and/or workshop where the results of the Phosphorus project 

were shown by means of demonstrations. It also details the events in which PHOSPHORUS presented booths, 

presentation stands, and/or human presence, but did not present the achievement of the projects via individual 

presentation or paper. 

2.2.1 Supercomputing Conference 

The SuperComputing Conference (SC) is the premier international conference on high performance computing, 

networking and storage. It explores ways in which high performance computing, networking, storage and 

analysis lead to advances in research, education and commerce.  

Summary of Participation 

Phosphorus partners participated in SCô06, SCô07 and SCô08 and were showing a demonstration of the 

project's practical achievements. The demonstrations showed the usability of the Network Service Plane, 

developed by the members of the PHOSPHORUS consortium. The Network Service Plane, which allows 

interoperability in a seamless environment between different NRPSs (Network Resource Provisioning 

Systems), was verified in an environment composed of Argia/UCLP (User Controlled Light Paths), DRAC 

(Dynamic Resource Allocation Controller) and ARGON (Allocation and Reservation in Grid-enabled Optic 

Networks). In 2008, the testbed was expanded to three new domains: University of Essex (UESSEX, United 
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Kingdom), Poznan Supercomputing and Networking Centre (PSNC, Poland), Harmony-Internet2 gateway (HI-

GW, Netherlands). In addition advanced bandwidth provisioning using a token switch was also demonstrated. 

In 2006, University of Essex organised and chaired a BOF session, GHPN/GLIF: Delivery of Network Services 

across Heterogeneous Optical Domains during SC06. The BOF discussed solutions provided by the three 

research projects: PHOSPHORUS (EU), EnLIGHTened (US) and G-Lambda (JPN). All three projects are 

concerned with interoperability issues between heterogeneous network domains. The BOF targeted wider 

community awareness and participation in the main common technical challenges concerning these projects. 

2.2.1.1 Year 1 : SCô06 

In the first year of the project, SC06 took place in Tampa, Florida, USA from the 11
th
 ï 17

th
 November 2006. 

Description of Demo 

SARA demonstrated TOPS (the application that is used in the PHOSPHORUS testbed under WP3) at SC06. 

Joint sessions were organised from the Dutch Research Consortium booth and with international partners at 

the exhibition floor, using lambda networks.  

Booth Participation 

SARA presented the Network Description Language by means of a poster. The PHOSPHORUS goals were 

explained to visitors at the Dutch Booth, using the PHOSPHORUS poster.  

More information on the Supercomputing 2006 can be obtained online at http://sc06.supercomputing.org   

2.2.1.2 Year 2 : SCô07 

In 2007, SC07 took place on November 10-16 in Reno, USA. Further information is available at the events 

website http://sc07.supercomputing.org/. 

PSNC with other project partners (i2CAT, CRC, SURFNET and FHG) prepared three demonstrations showing 

practical results achieved during the first year of the project. All demonstrations presented the usability of the 

Network Service Plane for the scientists and their applications. The Network Service Plane, which allows 

interoperability in a seamless environment between different NRPSs, was verified in an environment composed 

of UCLP, DRAC and ARGON. The first demonstration was aimed at presenting the KoDaVis application in a 

distributed environment. The second one showed High Definition video streaming sent across the 

PHOSPHORUS test-bed.  

 
Demo 1: Distributed application ï KoDaVis 

Collaborative Data Visualization (KoDaVis) is a distributed, collaborative visualization system with remote 

access to huge atmospheric simulation data originating from simulations of the transport of chemical tracers in 

http://sc06.supercomputing.org/
http://sc07.supercomputing.org/
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the troposphere. In a collaborative session, two or more visualization clients team up, each connects to the 

data server, and triggered by user interaction, fragments of the data are sent to all visualization systems on 

demand.  

For the demonstration purposes KoDaVis data server was located at Forschungszentrum J¿lich (Germany) and 

connected to VIOLA domain. The clients was located at PSNC and connected to the test-bed. From the laptops 

located at the SC07 facilities the KoDaVis clients was be managed and controlled using remote desktop 

software connected to the machines located at PSNC. The following figure presents the demo test-bed: 

CRC

UCLP

SURFnet

DRAC

i2CAT

UCLP

VIOLA
THIN NRPS/

GMPLS

VIOLA

ARGON

KoDaVis

Server

Cluster

PSNC 0

903

908

34 78

948

947

978

938

937934

KoDaVis

Client 1

SC07 at Reno

Direct connection between two domains

Application connection

KoDaVis

Client 1

Remote Desktop

Remote Desktop

 

Figure 2-3 PHOSPHORUS testbed at SC07 

For reliable visualization sessions, the reservation of bandwidth between the data server and each of the clients 

is required. The demonstration was aimed at presenting how the Network Service Plane (NSP) manages the 

paths for the scientific application purposes. During the demo two network reservations was initiated by the 

NSP client and KoDaVis utilized the paths set up by the NSP. 
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Demo 2: Media application ï High Definition video streaming 

This demo showed the creation of an end-to-end path to connect the two servers located at PSNC. One of 

them sent an HD video stream that will crossed PHOSPHORUS domains along Europe and Canada. The 

stream then was presented on the laptop attached with its 1 Gig NIC to the venue facilities in Reno. The 

topology of the demonstration test-bed is depicted on the following figure: 

CRC

UCLP

SURFnet

DRAC

i2CAT

UCLP

VIOLA
THIN NRPS/

GMPLS

PSNC 0

903

908

34 78

948

947

978

938

937934

SC07 at Reno

Direct connection between two domains

Application connection

streaming

High Definition 

Video Server

HD Video

Client

 

Figure 2-4 Demo testbed topology at SC07 

For the demonstration purposes the Network Service Plane created one end-to-end connection path from CRC 

to i2CAT. The path computing element has the possibility of selecting among different multi-domain paths: 

 CRC-VIOLA-SURFNET-i2CAT 

 CRC-SURFNET-i2CAT 

 CRC-VIOLA-i2CAT 

The VideoLAN was launched on the server in PSNC and what was sent was viewed at SC07. The demo 

showed how the multi-domain path was being controlled by the Network Service Plane for the media streaming 

applications. 
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Demo 3: Connecting UvA Phosphorus AAA testbed and Internet2 Dynamic Circuit Network (DCN) 

The University of Amsterdam (UvA) in collaborating with Internet2 demonstrated inter-connection between 

Internet2 DCN and the Phosphorus AAA testbed implementing UvAôs Token Based Authorization concepts 

integrated in the Internet2/DCN IDC protocol and software to enable secure authorized access of lightpaths and 

video content across multiple domains. This technology was used to enable streaming on demand CineGrid 

1080p HD video from the University of Amsterdam across SURFnet, NetherLight and Internet2 networks 

terminating at the Dutch Pavilion at the SC07 conference. Stream CineGrid video from Amsterdam to the booth 

at an average 300 MBit/s bitrate provided extraordinary quality at full frame rate.  

Booth Participation 

During the SC07 the PHOSPHORUS project was present in a booth run by PSNC.  

 

Figure 2-5 PHOSPHORUS poster at SC07 
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More information on the Supercomputing 2007 can be obtained online at http://sc07.supercomputing.org   

2.2.1.3 Year 3 : SC ó08 

Supercomputing Conference is expanding the frontiers of HPC by challenging the combination of computation, 

networking, storage, and analysis and hosting an exceptional technical program, an expanded exhibits area, an 

exciting education program and much more. Supercomputing conference 08 was held in Austin, Texas, USA 

from 15 ï 21 November 2008. Further information is available at the events website 

http://sc08.supercomputing.org/. 

Description of Demo 

 

Demo 1: The Harmony System 

The PHOSPHORUS test-bed for this event contained three new domains: 

 University of Essex (UESSEX, United Kingdom). This domain was controlled by Argia/UCLP NRPS 

and one Harmony adapter in order to register in the main Inter-domain Broker. The domain involved 

one Cisco Calient DiamondWave 

 Poznan Supercomputing and Networking Centre (PSNC, Poland). This domain was controlled by 

Argia/UCLP NRPS and one Harmony adapter in order to register in the main Inter-domain Broker. The 

domain contained one Cisco Calient DiamondWave 

 Harmony-Internet2 gateway (HI-GW, Netherlands). This domain was the gateway to inter-connect both 

Internet2 test-bed and Harmony test-bed. 

The major achievements of the demonstrations performed in SuperComputing 08 can be divided into four main 

groups: 

 Multi-domain advance reservation path setup. Here the demonstration workflow consisted in the 

creation of a transatlantic path between Canada (CRC domain) and Barcelona (i2CAT domain), 

passing through Germany (VIOLA domain).  

 Integration with the Grid Middleware. Here the demonstration consisted in the applications from WP3, 

using the Meta-scheduling Service (MSS), which is enabled to access the advance reservation service. 

 Inter-operability with other BoD projects. Inter-operability between Harmony system and the Internet2 

IDC were performed by creating a path from Barcelona (i2CAT) to Internet2 domain, passing through 

University of Amsterdam domain; and sending a video from a PC in Barcelona to another one located 

in the conference venue (belonging to Internet2 domain).  

 
 

Demo 2: Grid-GMPLS control plane 

http://sc07.supercomputing.org/
http://sc08.supercomputing.org/
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The Grid-GMPLS control plane was implemented by WP2 researchers. The G2MPLS was integrated into a 

distributed storage grid application (Phosphorus DDSS). This was done with the G
2
MPLS Control Plane 

running on the optical Phosphorus pan-European testbed. This demonstration showed the transfer of large 

media contents in a remotely connected storage grid dynamically between UK (Univ. Essex labs) and Poland 

(PSNC labs). The underlying G
2
MPLS Control Plane implemented dynamically the anycasting connectivity 

service (i.e. with the dynamic selection of the optimal storage sink by Control Plane) on a DWDM optical 

infrastructure and G£ANT2 (http://www.geant2.net). 

 

Figure 2-6 Grid-GMPLS Testbed 

 

Demo 3: Phosphorus - DCN Interoperability demonstration 

The UvA testbed and SC08 demo setup, is depicted in Figure 2-7. The UvA testbed was integrated into the 

Harmony Network Service Plane (NSP), to enable the set up connections in the UvA testbed by requesting 

them from the Harmony NSP. To achieve interoperability with Internet2, an Inter-Domain Controller (IDC
1
) was 

deployed in the UvA testbed and a Harmony-IDC request translator was developed and deployed. This makes 

it possible to set up connections going through the Internet2 and Phosphorus domains by sending requests to 

the Harmony NSP. The Phosphorus-DCN interoperability which was shown at SC08, is described in more 

detail below. 

                                                   
1
 The DCN IDC is designed by a collaboration of ESnet, Internet2 and GEANT, and is deployed by these networks and others. The ESnet 

and Internet2 implementations are based on the OSCARS program developed and maintained in common, and GEANT version is 

developed and supported in the AutoBAHN network. 

http://www.geant2.net/
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Figure 2-7: Combined PHOSPHORUS ï Internet2 DCN test-bed for SC 08 

Scenario Setup 

The figure presented below depicts the demonstration scenario setup. The green arrows depict the flow of 

availability and reservation request messaging over the control channels (the black dotted lines). The red lines 

depict the data connections that are set up in an I2CAT-Internet2/SC08-showfloor demo scenario. The 

annotations refer to distinct steps in the demo scenario, and are explained below. 

The combined Phosphorus/Internet2/SC08 setup including the combined service - and control planes is 

depicted in Figure 2-8. The following components can be distinguished: 

 The Harmony Network Service Plane (NSP).  

 The Harmony NSP Adapters (HNAs) and Domain Dontrollers (DCs) for the I2CAT and UvA/SURFnet 

domains, ARGIA and DRAC respectively. 

 The Internet2 and UvA Inter-Domain Controllers (IDCs).  

 The Harmony-IDC request translator. 

 The Web-based GUIs for requesting reservations for paths and bandwidth, viz., the Harmony Web GUI 

(Harmony NSP), OSCARS (IDC) and the DRAC Web GUI.   
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Figure 2-8 The combined Phosphorus/Internet2 service and control plane, request messaging and path 

provisioning of the SC08 demo setup 

 

In one of the possible demo scenarios a path is requested from the Harmony NSP running from a host in the 

I2CAT domain to the demonstrator host on the SC08 showfloor. The steps involved in this scenario 

corresponding to the annotations in the diagram are described below. 

1. A user requests a path reservation from the Harmony NSP using the Web GUI. 

2. A check on the availability of the requested service is made. 

3. A createReservation message is sent to the domain controllers involved in the requested path. In this 

case ARGIA and DRAC. The reservation is stored in the respective databases. 

4. In scenarios in which the path ends in the Internet2 domain, the createReservation message is 

translated by the request translator. This process involves the mapping of elements present in the 

request to elements required in an IDC createReservation request that include elements such as start-


