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Abstract 

This document contains a summary description of project objectives and achievements. 
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1 Project execution 

1.1 Introduction 

A new generation of scientific applications is emerging that couples scientific instruments, data and high-end 

computing resources distributed on a global scale. Developed by collaborative, virtual communities, many of 

these applications have requirements such as determinism (e.g. guaranteed QoS), shared data spaces, large 

data transfers, that are often achievable only through dedicated optical bandwidth. 

There has been tremendous amount of research and development in the Grid community in terms of Grid 

services infrastructure and Grid application development. However, there has been very little work done in the 

area of using network as a first-class Grid resource. There is no existing implementation today that can 

demonstrate the power of exploiting the optical network as a first-class Grid resource and the challenges that 

arise in provisioning end-to-end light-paths across different management and control plane technologies 

spanning multiple administrative domains.  

High capacity optical networking can satisfy bandwidth and latency requirements, but software tools and 

frameworks for end-to-end, on-demand provisioning of network services in coordination with other resources 

(CPU and storage) need to be developed. 

In response to the above requirements, Phosphorus addressed some of the key technical challenges to enable 

on-demand e2e network services across multiple domains. The Phosphorus network concept and test-bed  

make applications aware of their complete Grid resources (computational and networking) environment and 

capabilities. Software and tools developed within the project allow to make dynamic, adaptive and optimized 

use of heterogeneous network infrastructures connecting various high-end resources. 

PHOSPHORUS realises a service-centric infrastructure supporting the deployment of mission-critical 

applications on a global scale. PHOSPHORUS significantly enhances the capability of e-science applications, 

providing a unified network/Grid infrastructure that can flexibly adapt to the demands of applications having 

strong, combined requirements on CPU, memory and storage resources as well as on the communication 

network. Therefore, PHOSPHORUS applications can rely on a network infrastructure that adapts to the 
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application, rather than having the application to adapt to the network, as proposed in other current EU-funded 

projects in the same area (e.g. MUPBED, EU-QOS). 

 

Figure 1-1: PHOSPHORUS architecture 

The main innovation introduced by PHOSPHORUS is a network Service and Control Planes concept where the 

network (lightpath) and Grid (computational, storage) resources are provisioned in a single-step: network and 

Grid-specific resources are controlled and set-up at the same time and with the same priority, with a set of 

seamlessly integrated procedures. From a userôs perspective, this results in a real, node-to-node deployment of 

on-demand Grid services. 
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The innovations introduced by PHOSPHORUS can be organized and analyzed according to the structure of the 

projectôs technical topics: Service Plane, Network Resource Provisioning Systems and Control Plane. 

The Phosphorus assessment relied on experimental activities on a distributed test-bed interconnecting 

European and worldwide optical infrastructures. Specifically, the test-bed involved European NRENs and 

national test-beds, as well as international resources (G£ANT2, Internet2, Canarie, Cross Border Dark Fibre 

infrastructures and GLIF virtual facility). A set of highly demanding applications were adapted to prove the 

concept. 

Phosphorus disseminated procedures, toolkits and middleware to the EU NRENs and their users, such as 

Supercomputing centres and the wider European and worldwide scientific users. 

 

Figure 1-2: PHOSPHORUS project testbed and applications 

The project lasted 33 months and was finished in June 2009.  
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1.2 Summary of the project objectives 

The PHOSPHORUS project focused on delivering advanced network services to Grid users and applications 

interconnected by heterogeneous infrastructures. PHOSPHORUS enabled and tested dynamic, adaptive and 

optimised use of heterogeneous network infrastructures interconnecting various high-end resources.  The 

ultimate goal of this project was to disseminate procedures, toolkits and middleware to EU NRENs and their 

users, such as supercomputing centres, to enable authorized  end-to-end dynamic service provisioning across 

the European and worldwide heterogeneous network infrastructure. Furthermore, PHOSPHORUS is providing 

applications with the ability to treat the underlying network as first class Grid resource. 

To achieve this goal PHOSPHORUS had to enhance the level of integration between application middleware 

and the optical transport networks. It has been enabled by advanced interworking between heterogeneous 

network domains and their applications environments. Interfacing solutions facilitated vertical and horizontal 

communication between applications middleware, existing Network Resource Provisioning Systems and the 

Grid-GMPLS (G2MPLS) control plane. Integration of AAA mechanisms at various network and management 

layers was essential to ensure that stakeholder interests can be represented and enforced. 

The PHOSPHORUS main goals  has been broken down into the following, measurable, objectives: 

Delivery of single-step on-demand services across multi-domain networks for e-science applications 

The project aims to demonstrate on-demand service delivery across access-independent multi-

domain/multi-vendor research network test-beds on a European and worldwide scale. The global 

test-bed in PHOSPHORUS project is composed of a number of local test-beds interconnected 

using multiple optical international networks. These include G£ANT2, CBDF, GLIF connections 

and NRENs. E-Science applications with extreme communication demands will be put into 

particular test-beds to demonstrate services delivery. The test-bed infrastructure will be available 

for all interested NRENs, end users and Research and Development projects. 

Seamless way for Grid systems to access network resources and Grid middleware extensions to 

GMPLS protocol 

The goal is to develop integration between applications, middleware and transport networks, 

based on three planes: service plane, NRPS plane and control plane. The service plane will 

consist of APIs specification for applications, services components exposing network and Grid 

resources in integrated fashion taking into account policy driven AAA mechanisms. Construction of 

NRPS plane assumes adaptation of existing NRPSs and full integration with middleware and 

control plane. The GMPLS control plane will be enriched with Grid extensions providing Grid 

middleware with access to optical network resources as first-class Grid resources. 

Conduct accompanying studies to investigate and evaluate the further technological development of 

the project outcomes 
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Supporting studies will be carried out throughout the project in order to ensure a proper future 

outlook for the project results. Resource management and job scheduling algorithms will be 

studied, designed and finally tested in a simulation environment developed by the project. They 

will incorporate issues of network awareness, constraint based routing and advance reservation 

techniques. Recommendations for the design of an optical control plane will be analyzed and 

documented. 

Disseminate the project experience and outcomes to the targeted actors: NRENs and research users 

Partnership with NRENs and end users with highly demanding applications is very welcome. 

NRENs and their research end users from all over the world are invited in order to share the 

knowledge and results of PHOSPHORUS project.  

Liaise with other European and Global Grid and Networking projects in order to understand and 

possibly integrate relevant developments 

To disseminate ideas and developments the PHOSPHORUS consortium will strongly interact with 

other relevant programs, research activities and initiatives at the European and international level. 

Various network-oriented R&D projects are encouraged to share results and exchange ideas with 

PHOSPHORUS project. 
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1.3 List of contractors involved 

Role Name Acronym Country  Date 

Enter 

Date 

Exit  

1. CO Instytut Chemii Bioorganicznej PAN PSNC Poland M1 M33 

2. CR ADVA Optical Networking ADVA  Germany M1 M33 

3. CR CESNET z.s.p.o. CESNET 
Czech 

Republic 
M1 M33 

4. CR Nextworks s.r.l. NXW Italy M1 M33 

5. CR 
Fraunhofer-Gesellschaft zur Fºrderung 

der angewandten Forschung e.V. 
FHG Germany M1 M33 

6. CR 
Fundaci· i2CAT. Internet i Innovaci· 

digital a Catalunya 
I2CAT Spain M1 M33 

7. CR Forschungszentrum Juelich GmbH FZJ Germany M1 M33 

8. CR Hitachi Europe SAS HEL France M1 M33 

9. CR 
Interdisciplinair Instituut voor 

Breedbandtechnologie VZW 
IBBT Belgium M1 M33 

10. CR 
Research Academic Computer 

Technology Institute 
CTI Greece M1 M33 

11. CR 
Research and Education Society in 

Information Technologies 
AIT  Greece M1 M30 

12. CR 

Stichting Academisch Rekencentrum 

Amsterdam (SARA) Computing and 

Networking Services 

SARA Netherlands M1 M33 

13. CR SURFnet b.v. SURFnet Netherlands M1 M33 

14. CR 
Rheinische Friedrich-Wilhelms-

Universitaet Bonn 
UniBonn Germany M1 M33 

15. CR University van Amsterdam UvA Netherlands M1 M33 

16. CR University of Essex UESSEX Great Britain M1 M33 

17. CR University of Wales Swansea  UWS  Great Britain M1 M15 
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18. CR NORTEL Networks B.V. NORTEL USA M1 M33 

19. CR MCNC  MCNC  USA  M1 M15 

20. CR Communications Research Centre  CRC  Canada  M1 M33 

21 CR University of Leeds  UNIVLEEDS Great Britain  M16 M33 

 



Publishable Activity Report   

 

Project: Phosphorus 

Deliverable Number: D0.4 

Date of Issue: 30/06/2009 
EC Contract No.: 034115 

Document Code: Phosphorus-WP0-D0.4 

 13 

1.4 Results 

1.4.1 Network Resource Provisioning Systems for Grid Network Services 

Phosphorus Work Package 1 activity aimed to design an architecture and implement a set of interfaces that 

allow interoperability in a seamless environment between different Network Resource Provisioning Systems 

(NRPSs) towards the Grid Middleware and the standard GMPLS control plane of the Phosphorus project. In 

Phase 2, the G2MPLS control plane was also introduced. This has been possible thanks to the implementation 

of the Network Service Plane (NSP), which is the component responsible for dealing with the NRPSs in order to 

provide end-to-end paths, manage AAI issues, keep track of the resource usage and to coordinate the different 

actions done. Morevoer, the Network Service Plane has been enhanced to increase its performance and 

scalability and it has been integrated with the Internet 2 IDC and G£ANT2 JRA 3 systems by means of making 

them interoperable.  

The partners involved in this work package were: i2CAT (leader), FHG, SURFnet, UniBonn, UvA, UESSEX, 

NORTEL, and CRC.  

NRPSs involved in PHOSPHORUS WP1 

ARGON (Allocation and Reservation in Grid-enabled Optic Networks) was developed to manage resources of 

advanced network equipment as it is present in the German VIOLA test-bed. The advance reservation service 

of ARGON is able to operate on the GMPLS as well as on the MPLS level. It guarantees the requested level of 

QoS for applications for the requested time interval. This feature enables a Meta-Scheduling Service to 

seamlessly integrate the network resources into a Grid environment. 

Nortelôs DRAC (Dynamic Resource Allocation Controller) was a commercial-grade network abstraction and 

mediation middleware platform, acting as an agent for network clients (users, applications, compute resource 

managers) to negotiate and reserve appropriate network resources on their behalf. DRAC uses clientôs QoS 

requirements and pre-defined policies to negotiate end-to-end connectivity across heterogeneous domains in 

support of just-in-time or scheduled computing workflows. 

Argia/UCLPv2 provides a network virtualization framework upon which communities of users can build their 

own services or applications. Articulated Private Networks (APNs) are presented as the first services. APNs 

can be considered as a next generation Virtual Private Network where a user can create a complex, multi-

domain network topology by binding together network resources, time slices, switching nodes and virtual or real 

routing services. 
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1.4.1.1 Key Points and Objectives 

The work done under this work package has focused on the definition, design, and implementation of a new set 

of east/west southbound/northbound interfaces. The main problems addressed in this work package 

encompassed: 

 Definition, design and implementation of NRPS and GMPLS control plane boundaries, in terms of 

functionalities and capabilities. 

 Development of east/west interfaces for NRPS interoperability, under the implementation of a Network 

Service Plane 

 Development of southbound interfaces between different NRPSs, and the GMPLS control plane. 

 Implementation of the Network Service Plane within the Service Layer of the Middleware, which 

represents/exposes the network resources and grid resources in a seamless environment within the 

middleware. 

 Ability to create point-to-point or point to multi-point connections using resources from several domains 

in a transparent way. The solution implemented speeds up the creation of complex connections with 

advance reservations features involving several systems by making them interoperable. 

 Simplification of AAI management. 

 

Figure 1-3: Communication interfaces designed and implemented under WS schema. 
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Work Package 1 work has impacted in overall Phosphorus objectives, defined as following 

 Objective 1: òTo demonstrate on demand service delivery across access-independent multi-domain / 

multi-vendor research network test-bedsò  

 Objective 2: ñTo develop integration between application middleware and transport networksò. 

 

 Objective 3: ñSupporting studiesò 

 

 Objective 4: ñDissemination and standardizationò 

 

 Objective 5: ñLiaise with other European and global Grid- and Networking projectsò 

 

WP1 Research Objective 1 

WP1 main outcome has been the Harmony system. The Harmony system is a multi-domain, multi-vendor, and 

multi-technology network resource broker with advance reservation features. The definition, design and 

implementation of the Harmony system, demonstrated in several international events, has contribute to this 

Phosphorus objective by means of demonstrating the feasibility to provide services across multi-domain, and 

multi-vendor research network test-beds. 

Moreover, Harmonyôs test-bed has involved up to ten independent domains, proving the multi-domain 

capabilities of the system and the NRPS utilized, since each domain involved in the test-bed was composed of 

different physical equipment. 

WP1 Research Objective 2 

The Harmony system, apart from controlling multi-domain scenarios, enables the Network Resources in the 

Grid by means of the Harmony Service Interface. The interface developed has allowed the integration of the 

Grid middleware and the transport networks, since it is the component of the Harmony system responsible for 

offering the network resources to the applications in a seamless way. The Harmony system implements a 

resource co-allocation and scheduling capability (reservation service), able to reduce the probability of resource 

blocking, and providing inter-domain topology awareness services (topology service). 

WP1 Research Objective 3 

WP1 has contributed to the objective 3, entitled Supporting studies, by means of the close collaboration 

maintained with WP5 during the whole project. The main outcome to this objective has been the simulator of 

the Network Service Plane developed by WP5 jointly with WP1, which enables the simulations of the Network 

Service Plane in order to simulate their performance and scalability under different scenarios.  

WP1 Research Objective 4 
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WP1 has contributed to this overall objective by means of the presence of the Harmony system in several 

international events (conferences and workshops). Thus, the Harmony system has been presented in several 

international events. The complete list of events can be found in Phosphorus Deliverable D7.1.2. Moreover, the 

Harmony system was demonstrated also in several conferences.  

Regarding the standardisation efforts, Harmony has been (and is) present in two main standardisation groups: 

 Open Grid Forum Network Service Interface (OGF-NSI) working group. 

 General Network Interface (GNI) working group within the GLIF community. 

WP1 Research Objective 5 

WP1 has contributed pro-actively in order to achieve this overall objective. In this sense, WP1 has launched 

cooperation agreements between the PHOSPHORUS consortium and the Korea Institute of Science and 

Technology Information as well as the EU FP7 FEDERICA project. 

1.4.1.2 Starting point of work 

Different available and independent NRPS (Network Resource Provisioning System) system implementations, 

already operational in Europa and Canada, were considered as starting point (table 1.1) for the WP1 

developments. These systems, developed under the scope of International projects, were provided by the 

project partners. A NRPS is a system that is able to accept e2e reservation requests and establishes 

intradomain paths between 2 end points.  

One of the extra functionalities that Phosphorus required to deal with Grid users was the advance reservation 

functionality across heterogeneous domains. After some partner implemented by themselves this functionality 

within their NRPS architecture, since the project proposal Phosphorus did not involve any change within the 

architectures of the NRPS but on its external interfaces, we started the design of the service layer. ARGIA was 

one of the modified systems, since initially it did not support this functionality. ARGON already supported it and 

DRAC could not been modified, so the advance reservation service was provide by the HARMONY system 

itself. As the NRPS systems work at the intra-domain level, a new high level system capable to perform the 

inter-domain connections and reservations across different NRPS was needed (the service layer). For this 

purpose the HARMONY system was designed and built. However, and as one of the goals of HARMONY was 

its future interconnection with the G
2
MPLS system developed in WP2, another NRPS was added and 

supported by HARMONY. These new NRPS was a standard GMPLS Control Plane. For that purpose the 

needed interfaces were developed, and the  GMPLS control plane that was already deployed along the VIOLA 

test-bed in Germany was used. This development was very useful towards start preparing HARMONY to deal 

with the future WP2 outcomes. 
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When the system architecture of HARMONY was designed, only a prototype of the AUTHOBAN system 

developed within GN2 was ready. Although AUTOBAHN had some similarities with HARMONY, it did not 

support advance reservation and was not integrated with the Grid layer to allow the middleware to set up or 

book network resources automatically. Moreover, AUTOBAHN was a system more complex since it was 

performing most of the actions that in HARMONY are performed by the NRPSôs.  

 

 

 

 

 

 

 

 

 

 

 

 

Table1.1. NRPS systems 

Globally, at that time there was no system already integrated with grid applications to dynamically request 

network path with advance reservation features. Some ideas were also being developed in US and in Japan. 

These ideas were under the projects enlightened and G-Lambda, which whom Phosphorus has established 

strong links. Moreover, we also considered the work done under Internet2, so we identified the IDC protocol, a 

system to provide on demand connections services. Thus, and as the Autobahn system was being defining the 

interface for interoperability with IDC, the HARMONY system extended its interface to support also IDC and 

therefore be able to interoperate with Autobahn. This has been achieved by the end of the project, so IDC has 

become another NRPS supported. It is also important to advertise that not all the NRPS have the same 

functionalities, so HARMONY accepts a minimum set of the functionalities performed by all system, and 

needed for Grid applications. 

 

Network Resource Provisioning Systems (NRPS) 

ARGON 

The Allocation and Reservation in Grid-enabled Optic Networks system was developed to manage 

resources of advanced network equipment as it is present in the German VIOLA test-bed. The 

advance reservation service of ARGON is able to operate on the GMPLS as well as on the MPLS 

level. It guarantees a certain QoS for applications for the requested time interval. This feature enables 

a Meta-Scheduling Service to seamlessly integrate the network resources into a Grid environment. 

DRAC 

The Dynamic Resource Allocation Controller system was developed by NORTEL and it is a 

commercial-grade network abstraction and mediation middleware platform, acting as an agent for 

network clients (users, applications, compute resource managers) to negotiate and reserve 

appropriate network resources on their behalf. DRAC uses client's QoS requirements and pre-defined 

policies to negotiate end-to-end connectivity across heterogeneous in support of just-in-time or 

scheduled computing workflows. 

UCLP 

The User Controlled LightPaths system was developed by CRC, Inocybe, i2CAT and UofO under the 

CANARIE support. It provides a network virtualization framework upon which communities of users 

can build their own services or applications. Articulated Private Networks (APN) are presented as the 

first services. The APN can be considered as a next generation Virtual Private Network where a user 

can create a complex, multi-domain topology by binding together network resources, time slices, 

switching nodes and virtual/real routing services. 
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1.4.1.3 Methodology to reach the objectives 

WP1 was structured in tasks as follows in order to achieve the objectives of the work package: 

 Task 1.1 Heterogeneous NRPS interoperability 

 Task 1.2 Interoperability of NRPS and GMPLS control plane 

 Task 1.3 Integration of the Network Service Plane with the Service Layer of the Middleware 

 Task 1.4 Interoperability between NRPS, GMPLS control plane and the service layer 

 Task 1.5 Interoperability between the NSP and the G2MPLS Control Plane 

 Task 1.6 NSP architecture enhancements 

 Task 1.7 Interoperability of the NSP with G£ANT2 JRA 3 and other related projects (Internet2, G-

Lambda, EnLIGHTened) 

Each task was divided in activities in order to easily achieve the objectives of each task. These activities were 

leaded by one partner, and there were contributions also from involved partners in each activity. The 

communication between the members of the work package has been really fluent and there have been around 

100 executive video conferences hosted weekly during the whole project, as well as 50 technical video 

conferences in order to discuss and solve the technical issues occurred during the project. At the same time, 

communication with the other PHOSPHORUS work packages has been also fluent and often-occurring. So 

WP1 has contributed pro-actively to the joint activities with all the other PHOSPHORUS work packages (WP2, 

WP3, WP4, WP5, WP6, and WP7). 

The major results achieved by WP1 during the three years of the period can be summarized in: 

First year key achievements:  

a. Definition, design and development of the common Web Service interface. 

b. Definition, design and development of the Adapter architecture (common and NRPS 
dependent parts). 

c. Implementation of the East-West interfaces and the NRPS Adapters for ARGON, DRAC and 
UCLP. 

d. Implementation of the communication between NRPSs and the NSP. 

e. .Implementation of a ñThin NRPSò module and a GMPLS driver for integration of GMPLS 
domains into the WP1 architecture. 

f. Implementation of advance reservations in the NRPS (where necessary). Definition, design 
and implementation of the Northbound Web Service interface and its operations. 
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g. Complete design and implementation of the internal architecture of the NSP: topology and 
reservation web services, database, request handlers, path computer, NRPS manager and 
other modules. 

h. Basic AuthN/AuthZ schema. 

i. Pre-design of a distributed communication schema for future developments and interoperation 
with other projects. 

j. Demonstration of the full operation of the NSP and the NRPSs 

Second year key achievements: 

k. Adoption of a branding name for the system: Harmony. Dissemination efforts focused on this 
name. 

l. Release of a stable prototype under the new branding name. Internal entities also have 
received a branding name for easier dissemination in public events. 

m. Enhancement of the performance in overall in the Harmony system, in comparison with the first 
prototypes released in year 1. 

n. Release of administration tools for the Harmony system. 

o. Enhanced integration with application middleware from WP3. 

p. Enhanced architecture for easing the interoperability with other systems. Enhancement of the 
Harmony NRPS Adapter architecture (divided now in interface, common NRPS part and 
NRPS-dependent part). 

q. Enhancement of the Thin NRPS for allowing a higher degree of integration between a GMPLS 
control plane and the Harmony system. 

r. Integration of the NRPSs and the GMPLS control plane with the NSP and the Application 
Middleware (service layer). 

s. Migration from the early version of the UCLP NRPS to a stable version called Argia 1.4, 
provided by I2CAT, Inocybe Technologies (Canada) and CRC. 

t. Definition, design and implementation of the advance reservation mechanisms for Argia/UCLP 
NRPS. 

u. Definition, design and implementation of a port Ethernet support in Argia/UCLP NRPS. 

v. Definition, design and implementation of the support for Calient DiamondWave FiberConnect 
switches in Argia/UCLP NRPS. 

w. Modularisation of the internals of the Network Service Plane and enhanced code architecture. 

x. Implementation of the hierarchical architecture for the NSP. Originally, the NSP was composed 
only by an Inter-Domain Broker entity. In the system available in year 2, the NSP can have 
several IDB entities which communicate each other using a hierarchy. 

y. Implementation of the distributed architecture for the NSP. Several IDB entities can be 
configured to act as peers and flood each otherôs information about the underlying network for 
creating an end-to-end path. This configuration eases the communication with external 
systems that operate in a distributed mode (G®ant2ôs AutoBAHN, Internet2ôs IDC, etc.). 

z. Pre-release implementation of the authentication and authorisation infrastructure (AAI) for 
Harmony under WP4 guidelines using Generalised AAA Toolkit from UvA. 

aa. Interface definition to support interoperability between the Harmony system and G
2
MPLS from 

WP2. 
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bb. Demonstrations of the full interoperation of the NSP and the NRPS/Thin-NRPS-for-GMPLS 
using the project test-bed in several networking events such as ONDM2008 and TNC2008. 

cc. Initiated active collaboration lines with GNI/GUSI initiative from Glif, NSI initiative from Open 
Grid Forum and the Korean Institute of Science and Technology Information (KISTI). 

Third year achievements: 

dd. The Harmony system, branding name adopted during the second year, has been disseminated 
with the efforts focused on this name in several conferences. 

ee. The Harmony test-bed has been extended with the integration of three new international 
domains. 

ff. Release of administration tools for the Harmony system. 

gg. Cooperation agreement signed with EU FP7 FEDERICA. 

hh. Cooperation agreement signed with Korea Institute of Science and Technology Information 
(KISTI). 

ii. Standardisation efforts within the Open Grid Forum Network Service Interface (OGF-NSI) 
working group. 

jj. Standardisation efforts within the Generic Network Interface (GNI) of the GLIF community. 

kk. Definition, design and implementation of the support for low-cost Allied Tellesys switches in 
Argia/UCLP NRPS. 

ll. Definition, design and implementation of the multi-technology support in Argia/UCLP and 
ARGON NRPS. Enhanced integration between Harmony and G

2
MPLS. 

mm. Performance and Scalability Analysis of the NSP 

nn. Simulation of the Network Service Plane. 

oo. Support for malleable reservations further tested. 

pp. Interoperability with G£ANT2 JRA 3 (AutoBAHN) system. 

qq. Interoperability with Internet2 IDC. 

rr. Enhanced communication with the Grid Middleware. Security modules have been added in 
order to achieve secure communication. Agreed licensing scheme for the Harmony prototype. 
LGPL is the chosen license. 

ss. Integration of the Harmony system with the Health Services Virtual Organization (HSVO) / 
SAVOIR software. 

tt. Tested the AAI modules over the virtual test-bed infrastructure. 

uu. A. Willner, C. Barz, J.A. Garc²a-Esp²n, J. Ferrer, S. Figuerola, and P. Martini: Harmony: 
Advance Reservations in Heterogeneous Multi-domain Environments. IFIP/TC6 Networking 09. 

vv. S. Figuerola, J. A. Garc²a-Esp²n, J. Ferrer, and A. Willner: Scalability Analysis and Evaluation 
of the Multi-domain, Optical Network Service Plane in Harmony. ECOC 09. 

ww. S. Figuerola, J.A. Garc²a-Esp²n, J. Ferrer, and A. Willner: Performance Analysis of Harmony, 
an Optical, Multi-domain Network Resource Broker. ICTON 09. 

xx. S. Figuerola, J.A. Garc²a-Esp²n, J. Ferrer, H. Zhang, and M. Savoie: Enabling Network 
Resources in the Grid: Functionalities and Services in Harmony. GridNets 09 

yy. Harmony prototype demonstrated at several international events (SC08, TNC09, or ICT08). 
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Task 1.1 Heterogeneous NRPS interoperability 

The main goal of this task was to perform an analysis of commonalities between different NRPSs, defining 

requirements for interoperability, and implementing the required interfaces. The task was sub-divided into four 

activities. The issues addressed within this task consisted mainly in identifying the common features between 

the heterogeneous NRPS, the study of the interoperability requirements, and finally the definition, design and 

implementation of a set of east/west interfaces for NRPS interoperability. Moreover, the task involved one 

demonstration activity. Thus, the outcome of this task was demonstrated at Super Computing 07 event (SC07),  

 

Figure 1-4: Test-bed for SC07 demo 

The demonstration consisted in the configuration of inter-domain connections between the tes-beds to establish 

data paths using the NSP and the NRPSs (ARGON for VIOLA nodes and UCLP for i2CAT and CRC). SURFnet 

was configured statically since the DRAC NRPS did not participate in the demonstration. Through the 

establishment of these connections and the use of applications to transmit data through the test bed, the 

functionalities of the NSP and the NRPSs were shown in the conference venue. 



Publishable Activity Report   

 

Project: Phosphorus 

Deliverable Number: D0.4 

Date of Issue: 30/06/2009 
EC Contract No.: 034115 

Document Code: Phosphorus-WP0-D0.4 

 22 

 

Figure 1-5: Super Computing 2007 poster 
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Task 1.2 Interoperability of NRPS and GMPLS control plane 

After the definition of east/west interfaces for NRPS interoperability in Task 1.1, this task was focused on the 

southbound interfaces towards the standard GMPLS control plane. Thus, this activity integrated the working 

version of a GMPLS Control Plane of the VIOLA german test-bed with the NRPSs previously developed 

interfaces.  

This task was divided in two activities, each one focused on the definition of the boundaries between NRPSs 

and Control Planes and the development of the southbound interfaces for NRPSs respectively. The work done 

under this task can be briefly summarized by:  

 Definition of the requirements for the southbound interfaces to the standard GMPLS control plane 

 Analysis and identification of common functionalities and services 

 Development of interfaces for interoperability between NRPS and GMPLS under an overlay model 

 Definition of use cases to focus on feasible interoperability local demonstrations 

 

Figure 1-6: Thin NRPS entity implemented for interfacing the GMPLS control plane towards the NSP 
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Task 1.3 Integration of the Network Service Plane with the Service Layer of the middleware 

This task was in charge of the development of the northbound interfaces of the NRPSs within the Network 

Service Plane with the Service Layer of the Middleware, where Network resources and Grid resources are 

exposed in a seamless environment. The main goal achieved within this task has been providing the Network 

Service Plane between heterogeneous NRPS towards the Middleware. This Network Service Plane manages 

all the NRPSs building a multi-domain scenario and enabling the capability of creating dynamic paths in multi-

domain scenarios, one of the main objectives of the project. Moreover, the developments carried out under this 

task required strong collaboration of WP3 and WP4. 

Activities within this task were: 

 Activity 1.3.1 ï Definition of requirements from the Network Service Plane to the Service Layer of the 

middleware 

 Activity 1.3.2 ï Development of northbound interfaces for interoperability of the Network Service Plane 

to the service Layer 

 Activity 1.3.3 ï Development of a framework for network resources and Grid resources. The Service 

Layer and the Meta-Scheduler (MSS) 

 

Figure 1-7: Global overview of the internal NSP architecture and interfaces 
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Task 1.4 Interoperability between NRPS, GMPLS control plane and the Service Layer 

The main goal of this task was the integration of the architecture designed, implemented and tested on T1.3 in 

the whole system in Phosphorus allowing Grid applications to ask the middleware for network resources in 

advance and let the middleware and its MSS being able to request for the resources to the NSP. This task 

provided directly input for WP6. 
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Figure 1-8: Initial design of the architecture for NRPS and GMPLS control plane interoperability.  

The task was achieved by means of its two activities. On the one hand, activity 1.4.1, demonstrator 

interoperation of NRPSs with GMPLS Control Plane. This activity was focused on the demonstrations fo the 

interoperability. On the other hand, activity 1.4.2, interoperation of the Service Layer, GMPLS and NRPSs. This 

activity focused on preparing use cases through the platforms provided by the partners in order to demonstrate 

the functionalities of the Service Layer. 

Task 1.5 Interoperability between the NSP and the G
2
MPLS Control Plane 

This task was focused on the development of the interfaces required to allow interoperability with the G
2
MPLS 

system developed under WP2. Thus, this task has been achieved with strong collaboration of WP2. The 
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interoperability has enabled the system to provision end-to-end paths across G
2
MPLS domains and Harmony 

domains. The task, divided in three activities, has been carried out during two phases. The first phase had as a 

main outcome the Harmony-to-G
2
MPLS-gateway (HG

2
-GW); while the second phase mainly consisted of 

enhancing the HG
2
-GW of the first phase. 

 

Figure 1-9: GMPLS/GĮMPLS interworking with Harmony. 
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Figure 1-10: Two modules used in the translator architecture 

Task 1.6 NSP architecture enhancements 

This task was focused on enhancing the early-prototype of the Network Service Plane. The enhancements 

respond to the need of increasing the NSP flexibility and interoperability with other related BoD projects. The 

activity was split in five activities, each one focusing in one enhancing line (i.e definition, design and 

implementation of the distributed service plane operating mode, support for malleable reservations, bandwidth 

management, or emulation and performance analysis of the service plane). The AAI modules were also 

included in the Network Service Plane in order to allow the users or applications to communicate with the 

service plane in a secure way. 

Moreover, within this task, WP1 has started one collaboration line with another EU FP7 project: the FEDERICA 

project. The collaboration started in order to use FEDERICA resources to deploy the Harmony system working 

over emulated NRPSs and then evaluate the performance and scalability of the Network Service Plane under 

different loads and scenarios. 


